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GRPO or How to get a really good reasoning model?

Main Contributions of GRPO paper:

1. DeepSeekMath-Corpus (120B tokens) for continued pre-training

2. GRPO algorithm & analysis (144K training samples)

3. SOTA 7B model on math reasoning (given its size).

4. (Special mention) SFT Instruction tuning dataset collection; 776K examples.



GRPO: Some motivation



Part 1: Dataset Curation



GRPO: Part 1: Pre-training Corpus

Pre-training Corpus:

1. Filtered from Common Crawl 4.0 (a large web crawl dataset)

2. Classifier is training on fastText !!! (This is from 2016, based on static word-vectors)

3. Iteratively filtering dataset and extending the “seed” dataset to allow for larger math seed corpus.

4. In total 120B tokens (e.g. Modern LLMs train on 3T - 15T, or more) so this is 5% of the total 
pre-training corpus (i.e. quite significant).

5. A total of 3 rounds of filtering (in last round they had captured already 98% compared to next round).



GRPO: Part 1: Pretraining Corpus
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GRPO: Part 2: GRPO Algorithm



GRPO: Part 2: GRPO Algorithm

Starting point Policy Optimisation Methods & Proximal Policy Optimisation Algorithm (2017)

1. In RL one wants to optimise E[R]; one either does this via Q-learning (or value-based RL); or policy 
optimisation (policy-based RL).

2. Classical unbiased estimate for the gradient of ∇E[R] ~ ∇θ log π(a_t|s_t; θ)R_t (from 
REINFORCE)

3. A better unbiased estimate is: ∇E[R] ~ ∇θ log π(a_t|s_t; θ) (R_t − b_t(s_t)); where b_t is a 
baseline, often the Value function. (R_t − b_t(s_t)) = A_t is called the Advantage.



GRPO: Part 2: GRPO Algorithm

Proximal Policy Optimisation (PPO) is crucial in modern LLMs (via RLHF)

1. The key innovation of GRPO is to replace the Value function from PPO with an approximation from 
averages (this massively reduces memory constraints; as Value function is often as big as the 
Policy; i.e 2x LLMs in memory).

2. However, knowing that this comes from the classical Policy Gradient Estimation theory, suddenly 
GRPO makes perfect sense!



GRPO: Part 2: GRPO Algorithm

The GRPO algorithm:

1. ∇E[R] ~ ∇θ log π(a_t|s_t; θ) (A_t) *
2. Where, A_t = R_t - b_t(s_t)
3. Where b_t = Average of the current sample from the policy.

*=technically GRPO also has a KL divergence term to not allow the policy to deviate too much from the 
reference policy (which is the original LLM usually).



GRPO: Part 2: GRPO Algorithm



Part 3: Experiments & Results



GRPO: Part 3: Experiments & Results

RL Setup

1. Outcome supervision

2. Process supervision (how can they evaluate intermediate steps?)

3. Iterative RL (re-training reward model)



GRPO: Part 3: Experiments & Results

Process Supervision

1. Math-Shepard Paper



GRPO: Part 3: Experiments & Results

Hyper-params

1. 64 outputs per question, 1024 Max-tokens, 1024 batch-size (confused what batch-size means. 
Maybe 16 questions per update?)

2. 144K Questions from SFT dataset.



GRPO: Part 3: Experiments & Results

Evaluation datasets:

1. Loads of datasets:
a. Math, Math with Tools, Formal Maths, General reasoning benchmarking (e.g. MMLU)

2. GSM8K & MATH500



GRPO: Part 3: Experiments & Results



GRPO: Part 3: Experiments & Results
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GRPO: Part 4: Insights

Insights

1. RL enhances Maj@K performance but not Pass@K

2. => it seems that the improvement is attributed to boosting the correct response from TopK 
rather than the enhancement of fundamental capabilities

=> The authors present that this is the biggest area of interest for future work. (I.e. How can one create 
more generalisation using RL).



GRPO: Part 4: Insights
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DeepSeek-R1

Main Contributions of DeepSeek-R1 paper:

1. Large-scale RL improves models massively.

2. RL alone can get you amazing results.

3. GRPO can be used without training a reward-model!

4. Distillation into smaller models yields powerful smaller models.



DeepSeek-R1
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Part 1: DeepSeek-R1 Zero -> DeepSeek-R1



DeepSeek-R1 Zero -> DeepSeek-R1

DeepSeek-R1 Zero has impressive performance, however, lacks human readability. E.g. Multiple 
languages mixed together.

Method of improving upon DeepSeek-R1 Zero:

1. Create high-quality “cold-start” data with CoT for SFT.

2. RL after that.

3. 2nd SFT Phase for improved readability: (800K samples -> train Base model on this data).

a. Reasoning Data. Sample via “rejection sampling” high quality CoT from RL model (incl. evaluation 
using Base Model; or readability params; like code blocks or multi-linguality).

b. General Purpose data: Use DeepSeek-V3 (base model) SFT data for general purpose tasks.

4. RL tune (stage 3) for both Reasoning (R1-style) and general tasks (V3-style). [question do they discard 

Stage 1 & 2?]



Part 2: Interesting Insights



DeepSeek-R1: Interesting Insights

Distillation vs. RL



DeepSeek-R1: Interesting Insights

Unsuccessful Attempts:



DeepSeek-R1: Interesting Insights (Future Work)
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Conclusions & Takeaways

1. Reading old-papers is very relevant (both for understanding & developing new methods, e.g. 
PPO) and for building new methods (e.g. fastText).

2. GRPO is quite a successful algorithm. In it’s classical variant it seems to help the model 
distribution (i.e. Make TopK better).

3. The R1 paper introduces heuristic rewards & eliminates training PRM (process reward 
models), which seems to be very hard.

4. Distillation is more powerful than discovering knowledge by itself.

5. Pre-training data is crucial; data quality is crucial; data is crucial no matter what you do!

6. Questions: What can be elicited from a model directly? Vs. what needs to be distilled? What 

does this mean for completely new tasks (do we have a natural bottleneck, i.e. need humans 

first)?



Conclusions & Takeaways

Generally, this is an exciting avenue of research and still shows a lot of promise and 
uncharted territory. 

Questions arise like: is the base model capable of these things and is RL bringing it out 
of the model? Or is RL doing fundamentally something new? How can one effectively 
combine and scale techniques together (V3 vs. R1)? How can one put everything 
together? How can one scale it to new problems? 
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